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INTRODUCTION  

 Intel predicts 10 times (4.4ZB to 44 ZB ) data 

explosion between 2013-2020. 

 

 Massive data explosion makes legacy storage 

management complex and inefficient. 

 

 The research industry demands technology 

convergence of Bigdata and HPC to handle 

application demands. 
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HPC I/O STACK 
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I/O STACK SOFTWARE CHALLENGES FOR 

EXASCALE  

 Growth in number of storage devices and 

application- 

 Computer science challenge  

 Data placement and handling challenge  

 Fault tolerance  provisioning  

 Data model with high productivity interface  
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PROPOSED APPROACH  

 Storage I/O Subsystem with following 

components  

 Software defined storage gateway architecture  

 Storage gateway dataplane 

 Control plane coexist with MDS 

 Caching techniques with hierarchical storage 

structure 

 Embedded SSD storage  at storage gateway   

 Multi-tier (multi-level) network coding scheme  

 At storage gateway with preconfigured different erasure 

coding scheme 

 Erasure code based on systematic RS code (n,k)  
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SYSTEM ARCHITECTURE  
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ERASURE CODING DETAILS  

Erasure Coding encoding and decoding 

A1 A2 A3 

B1 B2 B3 

P1 

P2 

(3,1)RS code 

One tier Erasure code  

A1 B1 P1 

(2,1)RS code 

(4,1)RS code 

A2 B2 A3 B3 P2 

Two tier Erasure code  
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OPEN SOURCE ERASURE CODING LIBRARIES 

Sr. 

No 

Library 

name  

Characteristics Languages 

suported 

1 Zfec RS Encoding, 

Vandermonde matrix 

C, Python, 

Haskell 

2 Liberasure 

code 

RS Encoding, 

Vandermonde matrix, XOR 

C, Python,  

3 Jersure RS Encoding, 

Vandermonde matrix,  

Cauchy RS 

C, Python,  

4 ISA-L RS Encoding, 

Vandermonde matrix,  

C, Python,  

5 gflib RS Encoding, 

Vandermonde matrix,  

C 

6 Backblaze RS Encoding, 

Vandermonde matrix,  

Java 
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I/O ACCESS PROCEDURE  

  File layout information locates at MDS (Metadata Server) 
/Controller. 

 

 Client sends an inquire request(read or write) to MDS get file 
location information before issuing actual I/O requests.  

 

 First inquire packet will carry application-bonded  demands 
with detailed parameters (I/O size, storage overhead, fault 
tolerance) 

 

 Controller in MDS acknowledges  with  explicit gateway 
nodes and storage nodes that will serve the application. 
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I/O ACCESS PROCEDURE  

  Then initial data plane rules will be built in those gateway 
nodes according to application demand. 

 

 MDS will return file metadata and gateway message to the 
client node with subsequent routing information. 

 

  Clients then issues actual I/O request directly to the 
gateway bypassing MDS/controller. 

 

 Gateway processes them based on the pre-built rules. 

 Type of I/O-(request to be assigned to SSD/ HDD) 

 Fault tolerance , storage overhead –  build erasure coded scheme 
on data.  
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